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Abstract— This paper integrates recent work on Path Integral
(PI) and Kullback Leibler (KL) divergence stochastic optimal
control theory with earlier work on risk sensitivity and the
fundamental dualities between free energy and relative entropy.
We derive the path integral optimal control framework and
its iterative version based on the aforemetioned dualities. The
resulting formulation of iterative path integral control is valid
for general feedback policies and in contrast to previous work,
it does not rely on pre-specified policy parameterizations. The
derivation is based on successive applications of Girsanov’s
theorem and the use of Radon-Nikodym derivative as applied
to diffusion processes due to the change of measure in the
stochastic dynamics. We compare the PI control derived based
on Dynamic Programming with PI based on the duality between
free energy and relative entropy. Moreover we extend our
analysis on the applicability of the relationship between free
energy and relative entropy to optimal control of markov jump
diffusions processes. Furthermore, we present the links between
KL stochastic optimal control and the aforementioned dualities
and discuss its generalizability.

I. INTRODUCTION

Stochastic optimal control for nonlinear diffusion pro-
cesses based on path integrals demonstrated remarkable
applicability to robotic control and planning problems. For
continuous state actions spaces and continuous time, work
in [1], [2] provided the Path Integral (PI) representation of
stochastic optimal control for a special class of dynamics
and presented new insights regarding symmetry breaking
phenomena and their connection to optimal control. In [3],
the PI control framework was extended to stochastic optimal
control problems for multi-agents systems.

In [4], [5] PI control was derived for the case of gener-
alized diffusions processes with state dependent control and
diffusions matrices. Additionally, an iterative algorithm was
provided for the cases in which desired trajectories and/or
control gains are parameterized with the use of Dynamic
Movement Primitives (DMPs). DMPs are nonlinear point
attractors with adjustable landscape and they have been
used in robotics for the purposes of smooth representation
of desired trajectories and/or control gains. The resulting
algorithm Policy Improvement with Path Integrals (PI?) has
been applied to a variety of robotic systems for tasks such
as planning, gain scheduling and variable stiffness control

[6]-[9].
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Parallel to the work in continuous time, in [10], [11] the
Bellman principle of optimality was applied for discrete time
optimal control problems in which the control cost is formu-
lated as the Kullback Leibler (KL) divergence between the
controlled and uncontrolled dynamics. The resulting frame-
work is applicable to a large class of control problems which
include finite, infinite horizon, exponentially discounted and
first exit. In this paper we will derive the connections of PI
and KL control as presented in the machine learning and
robotics communities [1], [2], [10], [11] with earlier work
in controls on the fundamental dualities between relative
entropy and free energy and the logarithmic transformations
of diffusions processes [12]-[17]. More precisely:

o We present PI control and its iterative version based on
the fundamental dualities between free energy and rela-
tive entropy as applied to nonlinear diffusion processes.
In contrast to previous work [4], the derivation and the
resulting formulation of iterative path integral control
holds for general feedback policies and it does not rely
on specific policy parameterizations. The derivation is
based on successive applications of Girsanov’s theorem
due to the change of measure in the stochastic dynamics.
The aforementioned change of measure is the outcome
of the change in the drift of the stochastic dynamics
which, in turn, results from the updates in controls that
take place at every iteration.

o« We compare the proposed PI optimal control formu-
lation derived based on the application of Girsanov’s
theorem and Jensen’s inequality with the one derived
based on the Bellman principle of optimality. We spec-
ify the conditions under which the two approaches lead
to the same results and discuss their generazability in
terms of types of cost functions and forms of stochastic
dynamics.

o We extend our analysis to stochastic optimal control for
jump diffusions processes of one dimension based on
the fundamental relationship between free energy and
relative entropy and derive the corresponding bound on
the cost function.

o Finally, we provide the connections of KL stochastic
optimal control with earlier work on risk sensitivity
and discuss the generalizability with respect to different
stochastic optimal control problems.

The paper is organized as follows: in Section II we provide
the basic dualities between free energy and relative entropy.
In Section III we discuss how these dualities are linked
to maximizing or minimizing stochastic optimal control



problems for the case of diffusion processes. In Section IV
we derive the iterative case based on successive applications
of Girsanov’s theorem. In section V we show how the path
integral control framework is derived based on the Bellman
principle of optimality and contrast this approach with the
one in Section III. We expand our analysis on path integral
control for the case of markov jump diffusions in Section VI.
Finally in Section VII we provide links to KL-control and in
Section VIII we conclude by discussing the generalizability
of the aforementioned approaches.

II. BASIC DUALITY RELATIONSHIPS OF FREE ENERGY
AND RELATIVE ENTROPY

In this section we derive the fundamental duality rela-
tionships between free energy and relative entropy [16].
This relationship is important for the derivation of stochastic
optimal control. Let (£, Z) denote a measurable space and
P(Z2) the corresponding probability measure defined on the
measurable space. For our analysis we consider the following
definitions.

Definition 1: Let P € P(Z) and the function J(x) :
Z — R be a measurable function. Then the term:

B(700) =tog [ (GNP )

is called free energy of 7 (x) with respect to P.
Definition 2: Let P € P(Z) and Q € P(Z2), the relative
entropy of P with respect to Q is defined as:

dQ
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We will also consider the objective function:
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with J(x) = ¢(x¢y ) + fttN q(x)dt is the state dependent
cost. The objective function above takes the form £(x) =
5‘(,-01,) (J)+5Var(J) as p — 0. This form allows us to get
the basic intuition for constructing such objective functions.
Essentially for small p the cost is a function of the mean the
variance. When p > 0 the cost function is risk sensitive while
for p < 0 is risk seeking. To derive the basic relationship
between free energy and relative entropy we express the
expectation 57(.03 taken under the measure P as a function

of the expectation 57(-13 taken under the probability measure
dQ. More precisely will have:
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- / exp <py<x>>%d@

By taking the logarithm of both sides of the equations

above and making use of the Jensen’s inequality we will
have:

if Q << P and log ©2dQ € L!
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We multiply the inequality above with % for case of p < 0
or p = —|p| and thus we have:
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where £V (7(x)) = [ J(x)dQ. The inequality above

gives us the duality relationship between relative entropy and

free energy. Essentially one could define the following two

minimization problems:
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and the dual minimization:
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The infimum in (4) is attained at Q* given by:
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When p > 0 the inequality in (3) becomes from < to >
and the inf in (4) and (5) becomes sup. In the next section
we show how inequality (4) is transformed to a stochastic
optimal control problem for the case of markov diffusion
processes.

(6)

III. STOCHASTIC OPTIMAL CONTROL FOR MARKOV
DIFFUSIONS PROCESSES BASED ON THE FUNDAMENTAL
DUALITIES

For our analysis in this section we use the same notation
as in [13], [16]. We consider the uncontrolled and controlled
stochastic dynamics of the form:

dx = f(x)dt + LB(x)dw(O) () (7)

Vel

dx = £(x)dt + B(x) (udt + ﬁdwﬂ)(t)) )
p

with x;, € R"*! denoting the state of the system, B(x,?) :
R x B — R™*™ is the control and diffusions matrix,
f(x,t) : R" x R — R™*! the passive dynamics, u; € R™**
the control vector and dw € RP*! brownian noise. Notice
that the difference between the two diffusions above is
on the controls that appear in (8). These controls together
with the passive dynamics define a new drift term. For our
analysis here we assume B~ exists. Expectations evaluated



on trajectories generated by the controlled dynamics and
uncontrolled dynamics are represented as 5191, ) and 57(-11,)
respectively. The corresponding probability measures of the
aforementioned expectations are P and Q. We continue our
analysis with the main result in (3) and the definition of the
Radon-Nikodym derivative:

— = exp (¢(u))

where according to Girsanov’s theorem [18] (see also
section IX) adapted to the diffusion processes (7) and (8)
the term ((u) is expressed as follows:

dP
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((u) = %\p\/ uTudt+\/m/ u’dw(t) (10)
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An informal explanation for the applicability of Girsanov’s
theorem is that it provides the link between expectations eval-
uated on trajectories generated from diffusions with different
drift terms. Substitution of (9) and (21) into inequality (3)
gives the following result:
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The expectation on the right side of the inequality in (11)
is further simplified as follows:

t
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The right term of the inequality above corresponds to the
cost function of a stochastic optimal control problem that is
bounded from below by the free energy. Besides providing
a lower bound on the objective function of the stochastic
optimal control problem inequality (12) expresses also how
this lower bound should be computed. This computation
involves forward sampling of the uncontrolled dynamics,
evaluation of the expectation of the exponentiated state
depended part ¢(x;, ) and g(x;) and the logarithmic trans-
formation of this expectation. Surprisingly, inequality (12)
was derived without relying on any principle of optimality.
It only takes the application of Girsanov theorem between
controlled and uncontrolled stochastic dynamics and the use
of dual relationship between free energy and relative entropy
to find the lower bound in (12). Essentially inequality (12)
defines a minimization process in which the right part of the
inequality is minimized with respect {(u) and therefore with
respect to control u. At the minimum, when u = u* then
the right part of the inequality in (12) reaches its optimal
&(x). Under the optimal control u* and according to (13)
the optimal distribution takes the from:

exp = |l [ a(x)dt ) dP(x)
I LD

= (13)
Jexp ( S q(x)dt) 0P(x)

An important question to ask is what is the link between
(12) and the dynamic programming principle. To find this
link the next step is to show that &(x) satisfies the HIB
equations and therefore it is the corresponding value func-
tion. More precisely, we introduce a new variable ®(x,t)
defined as ®(x,t) = 5,(,91_) (exp (pJ (x))). The Feynman-Kac
lemma [19] tells us that this function satisfies the backward
Chapman Kolmogorov PDE. Therefore the following equa-
tion holds:

—0;® = pgo® + £7 (V@) + ﬁtr ((Vxx<1>)BBT) (14)

For p = —|p| < 0 and since &(x) = %logé(x,t) =
*ﬁ log ®(x,t) we will have that 0;® = —|p|P0:{, V<P =
1P| @V and Vie® = |p|®V o — | o208V V€T it can

be trivially shown that £(x) satisfies the nonlinear PDE:

~06 = a0+ (Vx§)"E — 5(Vo) BB (V6)
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Similarly, for the case of p = |p| > 0 the resulting PDE
will be: 1
—0i = qo + (Vx&)" £ + 5 (V&) " BB (Vxf)

PN ((vxxg)BBT) (16)
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The nonlinear PDEs above corresponds to the HIB equa-
tion [20] for the case of the minimizing and maximizing
optimal control problem with control weight R™! = T
and therefore, £(x) is the corresponding minimizing or
maximizing value function. Note that in order to derive the
PDEs above we did not use any principle of optimality. The
analysis so far is summarized by the following corollary in
which we use the function sign(z) = —1 Vz < 0 and
sign(z) =1 Vx > 0. More precisely we will have:
Corollary 1: Consider the expectation operators E©),
EW) evaluated on state trajectories sampled according to
(7) and (8) respectively. The function {(x,t) specified as:

Ext) = Siﬂ’;f”) log £©) [exp <sz‘gn<p>pj<x>>} a7

is the value function of the stochastic optimal control
problems:

tn
£(x,t;) = min W {/ (q(x) - 1uTu> dt}, Vp >0
ti

u 2

tN 1
&(x,t;) = mjlxé'(l) {/ (q(x) + 2uTu> dt}, Vp <0
ti

subject to the stochastic dynamics in (8).

Corollary 1 shows how to compute the value function
&(x,t). More precisely, the computation involves sampling
of state trajectories based on the uncontrolled dynamics (7)
and evaluation of the expectation in (17) on the resulting
state trajectories. To derive (17) it takes only the application
of Girsanov’s theorem and Jensen’s inequality.



IV. FEEDBACK CONTROL FOR MARKOV DIFFUSION
PROCESSES

There are different ways to make use of the fundamental
inequality in (12) and derive controllers. For lower dimen-
sional stochastic control problems evaluation of the free
energy under the uncontrolled dynamics provides a good
estimate of the value function. For planning and control prob-
lems of dynamical systems in high dimensional state spaces,
the evaluation of the expectation may become numerical
intractable. Here we show the derivation of the iterative case
based on successive application of Girsanov’s theorem for the
change of measure at iteration k of the iterative algorithm.

Lemma 1: Consider the stochastic dynamics dx =

f(x)dt + B ——dw(¢
(x)dt + B(x) w1
policy uy(x,t) at iteration k. When sampling from these

dynamics, the risk seeking function £(x,t) in (17) takes the
form:

£lx.0) =~ 1o [[exp [— 11, i (x, t))]dx

with the path cost S(x,uy,) defined as:

=709+ 3 (nw + [ Inelat) as)

i

(ukdt+ with the control

S(x,ux)

The term n(u) in the path cost above is defined as n(u) =
j:iN ulugdt + f: 2ul B~ pu(x)dt and terms pu(x) =
(2 —f(x) — Buy), = = BB".

Proof: The proof relies on the change of measure and
use of the Radon Nikodym derivative for markov diffusion
processes. More precisely we will have that:

£(x)= —ﬁlog / exp (~|p|.7 (x))dP

1
_ —mlog / exp<—|p|J<x>>@d@

— ||log / exp (—|olT (%) — C(w)dQ  (19)

The measure dQQ takes the form of a path integral [21] and
thus it is expressed as:

Q(XN,tN|Xi,ti> _ eXp( (ft x)T2 u(x )dt>)

(2 dt)/2|3[1/2

(20)

where we use the fact that Bdw, = ,/pu(x)ét and
u(x) = (% — f(x) — Buy,). Based on the aforementioned
inequalities the term ((u) in the Girsanov’s theorem [22],
[23] will become equal to:

1 tN tN
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ti ti
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with 7(u) defined as:

tN tN
n(u) = / uj, uydt +/ 2uy B~ p(x)dt
t t
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Substitution of the function above ((u) and the path
integral into (19) results in the expression:

€)=~ L log / exp (—[plT (x) — C(uy))dQ =
1 n(w) + [iN |u()|[35- dt
|plog/exp{|,0|<‘7(X)+ 3 ”dx

with dx defined as dx = dxy,_,, ...,
compact form we will have that:

dx;, . Thus in a more

60 =~ - 10g [[exp | = oISt ax

with the term S(x,uy) defined as S(x,ux) = J(x) +

3 (n0w) + 7 () 1y -aat).
|
A. Iterative Path Integral Control

In this section we derive the iterative optimal control based
on lemma 1. The final result is given in the form of the
theorem that follows:

Theorem 1: Consider the stochastic optimal control

problem:
tn 1
:minE(1)|:/ (()+ UH>dt]
u to 2
subject to the stochastic constraints:
1
dx = £(x)dt + B(x) (udt n dw(1>(t)>
Vel

The iterative optimal control solution has the form:

£(x)

W1 (%, £)dt =y (x, £)dt + \}5‘% (dwk(t)) 23)

with Py having the form of a path integral expressed
P oIS GRug (1) d th "
as. k m an the pat cost term
S(x,ur(x,t) defined as in (18).
Proof: To get the control we take the derivative of
S(x,ux(x,t)) with respect to x;,. More precisely we will

have that:
1
thig(xti) = _mvxti (log/exp |:_ |p|S(X’ uk):| dX)
1 th_ fef‘Pls(x,uk(x’t))dX
_m fe_|P|S(x7uk(x,t)dX

The support space of the integral is dx with dx =
dXy,, -, dX¢y. Under the assumption that the quantities



e~ PGk (x1) and Ve~ PSR (x) are jointly continu-
ous we will have that:

Ik e_|p|s(x’“’“(x’t))vxti S(x,ug(x,t))dx
e TrlSteunte dx =

Ep, (thi S(x, ug(x, t))) =

thi g(X) =

€, (o, 00001+ Vo 1T () + B, 1)t

The probability P is defined as follows: P
o P15 ug (x,0)) . .
Te TSGR T ax The quantity Vi, p(x) is equal to
Vi, p(x) = LI+ Vi, f(x) +BVy, u(x) after substituting
back we will have:

Vs, €00 = £, (Va0

+ Ep, ( (—1 + Vx, f(x)dt + BVy, u(x)dt) &' u(x))

+Ep, ( (fI + Vx, f(x)dt + Bvxtiu(x)dt) > Bug(x, t))

The optimal controls are given by:

W1 (x, t)dt = —R7IBTV, £(x)dt
=R !'BTEp, (ElBuk(x, t)dt + Elu(x)dt> + O(dt?)

1
=R 'B'Z!'BEp, (uk(x, t)dt + pdwk(t))

N/

1

= X _—

Ep, (uk( ,t)dt + \/ﬁde(t)>
Because limg;_,o O(dt?) = 0. Since R = I and ¥ = BB”
and B is invertible. The feedback policy uy(x,t) is evaluated
at the current state x we have (23). |

There are stochastic dynamical systems in which the
control and diffusion matrices are partitioned such that B =
(07, BX]T with B, invertible, while the drift term can also
be partitioned accordingly f = [fL, £7]7. In [5] it has been
show that the path integral formulation is expressed as in (20)
with Bedwy, = (/pu(x)dt, p(x) = (53? — f.(x) — Bouy,)
and X, = BCBZ. Our analysis in theorem 1 holds also for
the aforementioned types of systems.

V. DERIVATION BASED ON BELLMAN PRINCIPLE

We consider stochastic optimal control in the classical
sense, as a constrained optimization problem, with the cost
function under minimization given by the mathematical
expression:

L£(x,u, t)dt}

u to

Vix) = muinE[J(x,u)} _ minE[ "

subject to the nonlinear stochastic dynamics:
dx = F(x,u)dt + B(x)dw (24)

with x € R"*1 denoting the state of the system, u € RP*!
the control vector and dw € RP*! brownian noise. The

function F(x,u) is a nonlinear function of the state x and
affine in controls u and therefore is defined as F(x,u) =
f(x) + G(x)u . The matrix G(x) € R"*? is the control
matrix, B(x) € R"*? is the diffusion matrix and f(x) €
"1 are the passive dynamics. The cost function J(x, u) is
a function of states and controls. Under the optimal controls
u* the cost function is equal to the value function V' (x). The
term L£(x,u,t) is the running cost and it is expressed as:

L(x,u,t) =qo(x,t) +q1(x,t)u+ %uTRu (25)

Essentially, the running cost has three terms, the first
qo(x¢,t) is a state-dependent cost, the second term depends
on states and controls and the third is the control cost with the
term R > 0 the corresponding weight. The stochastic HIB
equation [12], [20] associated with this stochastic optimal
control problem is expressed as follows:

—0;V = min (E + (Vs V)TF + %tr ((VXXV)BBT))

(26)

To find the minimum, the cost function (25) is inserted into

(26) and the gradient of the expression inside the parenthesis

is taken with respect to controls u and set to zero. The
corresponding optimal control is given by the equation:

u(x;) = -R! (ql (x,t) + G(X)Tva(X, t)> 27

These optimal controls will push the system dynamics
in the direction opposite that of the gradient of the value
function V«V(x,t). The value function satisfies nonlinear,
second-order PDE:

and f(x,t)
f(x,t) — G(x,t)R71q1(x,t) and the boundary condition

V(xty) = ¢(x¢y). Given the exponential transformation
V(x,t) = —MAlog¥(x,t) and the assumption
AG(x)RIG(x)T = Bx)B(x)T = X(x;) = I the

resulting PDE is formulated as follows:

1 . 1
—0,¥ = —5 v+ f7(V, W) + 3t (VxxP)Z)  (29)

with boundary condition: U(x(tn))
exp (—3¢(x(tn))). By applying the Feynman-Kac
lemma to the Chapman-Kolmogorov PDE (29) yields its
solution in form of an expectation over system trajectories.
This solution is mathematically expressed as:

U (x,) = EY [exp ( /t " i(j(x)dt)\ll(xm)} (30)

i

)

The expectation E.(,Pi is taken on sample paths T;

(Xi,...,X¢y) generated with the forward sampling of the



uncontrolled diffusion equation dx = f(x;)0t + B(x)dw.
The expectation E7(.1L) above, is evaluated on trajectories
generated with forward sampling of the controlled diffusion

in (24). The optimal controls are specified as:

upr(x) = -R™ (ql(x, t) - )\G(X)TW(X’t)>

U(x,t)

Since, the initial value the function V'(x, t) is the minimum
of the expectation of the objective function J(x,u) subject
to controlled stochastic dynamics in (24), it can be trivially
shown that:

V(x,t;) = —Alog EY {exp < /t ;N iq(x)dt>\11(xm)}
< EY (J(x, u))

Note that the inequality above in similar to (12) when the
following equations hold:

3D

1l e_B-_Lp
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The first three equalities guarantee that J(x,u) = J(x) —
el f u’'udt are identical, and the last two equalities make
sure ‘that the expectations are evaluated under the same
diffusions and therefore £ O = ng) ) and Er ) = (1) . Under
the conditions above the Kolmogorov PDEs (14) and 29)
and the HJB equations (28) and (15) are identical.

a(x)=0, R=1I, A= (32)

VI. MARKOV JUMP DIFFUSIONS PROCESSES

We consider the one-dimensional uncontrolled and con-
trolled markov jump diffusions processes specified as dx =
f(x)dt + ﬁB(x)de (t) + h(x)dP©(t) and dx =

P

E(x)dt + Bx)(udt + —fmdw ) (1)) + h(x)dPO (), with

x; € R denoting the state of the system, B(x,t) € R1*!
the diffusion-control transition matrix, f(x,t) € R'*! the
passive dynamics, u; € R'*! the control vector and dw €
11 brownian noise. The term P(t) € R'*! is Poisson
distributed and h(x,t) € R1*! is the jump-amplitude or the
Poisson process coefficient with E (dP(¢)¥) = v()t and
Var (dP(¢)®)) = vt for i = 0,1. The term v(t) > 0 is
the ith jump rate or jump density and vt is the mean count
of the Poisson process in the time interval (¢, ¢+ dt]. Poisson
processes obey the Markov property while they also have in-
dependent increments and thus Cov [dP(¢)(¢;)dP(¢)(tx)] =
v(t;)dtdy ;. Based on Girsanov’s theorem [24] for markov
jump diffusion processes the Radon-Nikodym derivative is
now specified as @ = exp (—¢(u)) with ¢(u) defined as
follows:

2]
C(w) / Lo t+¢|?/ () + V()
V(D (t)) = fttN ((fy( )(t) — 1) Vo(t)) ot +
ZP(l)(t) logy()(t) and ~((t) = Z%Eg The lower

bound on the value function is now derived by incorporating
the Radon-Nikodym derivative into (12).

€00 = 2 tog e exp (o700 | < £ | 709~ Lt

< g |:j(X) + % /ttN u(t)25t + ,OV('Y(J) (t)):|

i

Thus we will have:

£5(x) < £ [ﬂx) v /t " u(t)th}

i

The new bound under sampling based on markov jump
diffusion processes is defined by the equation {;(x) =
E(x)—EW (pV(vP)(t))). For the cases where the change of
measure between the control and uncontrolled markov jump
diffusion includes only changes in the drift v(/)(t) = 1, the
bound above simplifies to:

£(x) = Er(x) < EF) [J(x> +3 / N u(t)%zt]

Thus when the change of measure in the markov jump
diffusion process is only due to the change in the drift,
the corresponding bound of the cost function has the same
formulation with the one derived for diffusion processes.

VII. CONNECTIONS TO KL CONTROL

In the KL control framework [10], [11], [25] the analysis
starts with the application of the Bellman principle of opti-
mality on Markov Decision Processes (MDP) and under the
running cost specified as a sum of a state depended term
and the Kullback Leibler Divergence between the transition
densities of the controlled and uncontrolled dynamics. In
particular, the running cost is speciﬁed as L (x,u) = q(x)+

HQIP) = qx) + O log 2w
probabilities under the controlled and uncontrolled dynamics
are represented as p(x’|x, u) and p(x'|x). Application of the

Bellman principle of optimality results in the minimization
of the quantity:

. The transition

Vi) = mig (40 + €0 (1og” ("(}'(b{)) i) ) )

Depending on the stochastic optimal control problem
w(x’) is equal to V(x'), aV(x'), Vi41(x’). For our presen-
tation here we choose w(x’) = V;11(x’) that corresponds to
finite horizon case. The u dependent terms in the functional
above are minimized and thus we will have that:




For the purposes the normalization term G[®](x) is in-
troduced with ®(x) = exp (—w(x’)) being the desirabil-
ity function defined as G[®](x) = > p(x'|x)®(x') =

£ <<I>(x’)> , we will have that:
u(x'|x)

ew (10
& (%)

~logG[®](x) + H (p<x'|x, u)

+ V§f+1(xl)> =

o)

Substitution of the expression above into the Bellman
minimization equation results in:

ueld

iy (460 1oz 10100 + H (i)

o))

The minimum of the Bellman equation is attained by:

P (x|x,u) =

The equation above provides the transition probability
under the optimal control law and in that sense it the optimal
transition probability. Clearly the optimal distribution above
is identical to equations (6) and (13). Substitution of the op-
timal distribution above will result in the Bellman equation:

O(x) = exp (—q(x))G[2](x")

The link with the continuous case is established by writing
the Bellman equation for an MDP with continuous state
space.

D51y (x) = exp (—q(x)0t)G[P(51)] (x')

Rearrangement of the terms results in:

(exp (a(x)0t) — 1) B s (x) = E© (%) ()~ <1><m<x>)

Under the limit 6 — O the equation results the backward
Chaplman Kolmogorov PDE in (29) for p = 1.

A. The compositionally of optimal controls

In the KL optimal control framework the optimal con-
trol is constructed [25] as the convex combination of
the K optimally controlled distributions pj (x’|x, u). These
optimally controlled distributions correspond to K opti-
mal control problems which differ only at the terminal
cost. Thus the optimal control takes the form: u*(x) =
>k Mue(x)p) (x'|x, u) with the mixing term my(x) defined
as: my(x) = %. For continuous time optimal con-
trol problems the compositionally control law is expressed

as u*(x) = 32, my(x) (R_lGTW)

VIII. DISCUSSION

This work shows the connection of path integral control
framework as presented in the machine learning and robotic
communities [1], [2], [4], [5], [7], [10] with work in the con-
trol theoretic community on risk sensitivity [12], [13], [15],
[16]. Essentially there are two methodological approaches to
derive the path integral framework. In the first, stochastic
optimal control is specified as minimization of the objective
Es.li)(J (x,u)) subject to the controlled dynamics. The HIB
PDE is derived based on the Bellman principle of optimality.
The exponential transformation of the value function V'(x)
and the connection between control cost and variance result
in the transformation of the HIB in to the backward Chapman
Kolmogorov. The Feynman-Kac lemma is applied and the
solution of the Chapman Kolmogorov PDE together with
the lower bound on the objective function are provided.
The second methodological approach starts with the duality
between free energy and relative entropy and the resulting
optimization problem as expressed in (4). For diffusion
processes affine in control and noise and under the use of
Girsanov’s theorem, the aforementioned optimization results
in formulating the bound £(x) of the objective function
57(-1i)(J (x,u)) which is typically found in stochastic optimal
control. The link to Bellman optimality is established by
showing that, this bound £(x) satisfies the HIB equation and
therefore it is a value function.

Inside the class of the stochastic dynamics of markov
diffusion processes affine in control and noise, Dynamic
Programming is more general since (see conditions (32)) it
incorporates general cost functions and stochastic dynamics.
This generalization however, is reduced by the assump-
tion regarding control cost and the variance of the noise
AG(x)RIG(x)T = B(x)B(x)7.

In the second approach the lower bound £(x) of the
accumulated trajectory cost 57(.17,)(J (x,u)) is derived without
relying on the Bellman Principle. In fact, this lower bound
defines a new form of optimality which, as it is shown
in [12], [13] as well as in this work, for the case of
diffusion processes is equivalent to the Bellman principle
of optimality. Here we derived the lower bound of the cost
of stochastic optimal control for nonlinear markov jump
diffusion processes. We show that the form of the lower
bound remains similar with the case of diffusion processes
for as long the change in the probability measure is only due
to the changes in the drift of the dynamics of the markov
jump diffusion process.

In the KL stochastic optimal control framework the deriva-
tion relies on the Bellman Principle of Optimality in discrete
time. The resulting distribution p} (x'|x, u) is optimal since
it is the distribution that results when actions are optimal. In
that sense the KL framework, in its initial formulation [10]
does not explicitly provide an optimal control law but instead
it provides the optimal distribution or optimal transition
probability under the use of optimal control law. For the
case of control affine diffusions, KL control framework
incorporates control-only and state-only depended terms in



contrast to PI derived based on the Bellman principle in
which cross terms between controls and states may be
considered. The compositionally of optimal controls includes
control laws and thus it can incorporate any analytically
derived optimal control as well as PI control. The strength
of KL control framework is in its generalizability. A shown
in [10] the KL control is applicable to different forms of
stochastic optimal control problems which include finite,
infinite horizon, discounted and first exit optimal control. It
remains an open question whether this level of generizability
is achieved in continuous time since one can derive the
optimal control law for infinite horizon by using risk sensitive
cost functions as in [15].

IX. APPENDIX

We will the nonlinear diffusions dx = f(x)dt +
B(x)Ldw®(t) and dx = f(x)dt + G(x)udt +
B(x)Ldw ") (t). We also have that B(x)LL”B(x)” = Z,.
We consider the corresponding probability measures:

dx

=3 (0 N () 1t
o) - 2L )
exp (=4 (S 1IAs(0) 15t )

d
(2rdt) ™ /2| S |12 *

dQ (XN7tN|Xi7t7;;uk> =

with pp(x) = (% —f(x,1)) thus pp(x)dt =
B(x)Ldw®(t) and A\, (x) = 2 — f(x,t) — G(x)ui(t) =
(%) — G(x)ug(t) thus \g(x)dt = B(x)Ldw™)(t). Also
we have that \y(x)dt = B(x)LdwM(t) = pp(x)dt —
G (x)ug(t)dt and thus B(x)Ldw) (t) = B(x)Ldw ) (t) —
G(x)uy(t)dt. Now we would like to find the expression:

dIP’(xN,tNxz',ti) exp (=5 (S 1m0l rdt))
aa(ovtwbtiu ) e (<5 (17 w00l )

. [ T (wk(x)&wl IRl )

( —w ()T Gx) DY G(x)ug (t)dt}

1 [t~
= exp 75
£

i

X exp [ - /t tN u.(t)" G(x)" =5 B(x)Ldw” (t))}

i

Since B(x)Ldw™) (t) = B(x)Ldw ) (t) — G(x)uy(t)dt
then we will have that B(x)Ldw() (t) = B(x)Ldw™")(t) +
G(x)ug(t)ot. We are going to substitute the expression
B(x)Ldw®) (t) with B(x)Ldw)(t) + G(x)u(t)dt and
thus the ratio of the probability measures is expressed as:

a _l/tN
aQ P72/

<o | [ w7600 B L) )|

(uk(t)TG(x)TEv_le(x)uk(t)ét]
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